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1. Introduction

In the wave of global digitalization, Artificial Intelligence (Al) is
becoming a key force driving transformation across various industries. As
a crucial “information artery” supporting the development of emerging
technologies like AI, new information infrastructure has become an
essential component of the modern infrastructure system. Accelerating the
construction of new information infrastructure plays a significant, strategic
and supportive role in advancing new industrialization, building a modern
industrial system, and fostering the development of new types of
productive forces, thereby contributing to the construction of a
manufacturing power, a cyberspace leader, and a digital China.

China Telecom, as the builder and operator of new information
infrastructure, has been committed to constructing a service-oriented,
technology-driven, and secure enterprise. It is promoting the deep
integration of technological and industrial innovation, continuously
enhancing the core functions of its network, and improving its core
competitiveness. It adheres to the strategy of “Cloudification and Digital
Transformation, and Intelligent Empowerment”, strengthens the goal of
“Cloud-Network Convergence”, focuses on the concept of “All-Optical
Network (AON)”, and strives to support the coordinated development of
new information infrastructure.

Looking back, China Telecom’s “AON 1.0” focused on the core
principle of “Fiber In, Copper Out”, achieving wide coverage and
enhanced high-speed capabilities for optical networks. “AON 2.0”, with
“all-optical switching” as its core, is the first to adopt Reconfigurable
Optical Add-Drop Multiplexer (ROADM) and Wavelength Switched
Optical Network (WSON) technologies at scale, driving the evolution of

the network toward flat, fully optical, and intelligent architecture. Looking
1
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ahead to the intelligent era, China Telecom introduces the “AON 3.0” for
continuous development and transformation, with an aim to build an
optimized new-generation information-based optical network.

This white paper will comprehensively describe the visions of China
Telecom’s “AON 3.0, propose the target architecture and network features
of “AON 3.0”, define its phased evolution strategy, elaborate on key
technology innovations supporting sustainable AON development, and

finally envision the future development of AON.
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2. Overview of AON 3.0
2.1. Background

Currently, the technological revolution and industrial transformation
are accelerating, with new-generation information technologies such as Al,
cloud computing, and big data increasingly becoming key drivers of the
deep integration between the real economy and the digital economy. These
technologies continue to build a powerful engine for the development of
the digital economy, driving the real economy to accelerate its
transformation toward digitalization and intelligence. All the convergence
and transformation rely on optical networks as the core link.

Chinese government has successively introduced relevant policies to
strengthen the core role of optical networks. The opinions on deepening the
implementation of the “East Data, West Computing” project and
accelerating the construction of a national integrated computing power
network emphasizes the need to ‘“accelerate the construction of high-
throughput, deterministic networks within national hub nodes, between
national hub nodes, and between national and non-national hub nodes, and
create a high-speed, ubiquitous, secure, and reliable computing
transmission network™. The Notice on Conducting Pilot Projects for 10-
Gigabit Optical Networks stresses that, “In cities and regions with the
necessary conditions and infrastructure, focus on key scenarios such as
residential communities, factories, and industrial parks to carry out pilot
projects for 10-gigabit optical networks”, and “orderly guide the transition
of 10-gigabit optical networks from technical trials to deployment and
application”.

China Telecom, as a key state-owned enterprise in the information and
communications industry, is firmly committed to fulfilling its mission and
responsibility, and is dedicated to contributing to the construction of a

3
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Digital China, thus supporting the advancement of Chinese-style
modernization. By strengthening its multi-dimensional network layout,
China Telecom is building an integrated, high-quality network that serves
both international and domestic markets. It is also constructing a resilient,
ultra-wide, high-speed, and lossless foundational transmission network,
continuously enhancing its computing power supply capacity. With the
empowerment of Al, China Telecom is improving network intelligence,
enhancing cloud network autonomous operation capabilities, reshaping
service processes, and enhancing user experiences.

With the continuous improvement of network infrastructure
capabilities, Al, data, large models, and networks are accelerating their
integration, leading to a surge in demand for 10-gigabit access and
intelligent application scenarios. So far, the number of cloud gaming users
has exceeded 180 million, cloud phone users have surpassed 10 million,
and many provinces and cities have launched 10-gigabit packages.
Meanwhile, according to authoritative predictions, by 2033, Al-related
traffic will account for 62% of global network traffic. Al is rapidly
becoming the core engine driving the transformation of network
infrastructure, creating an urgent need for a new type of optical network
that offers high bandwidth, high reliability, low latency, agility, flexibility,
and intelligent collaboration.

Against this backdrop, AON, as the foundation of information
networks, not only affects the quality of new information infrastructure
construction, but also directly affects the efficiency of computing power
utilization and the level of service experience. Starting from 2025, optical
networks will enter the “AON 3.0 era, where the network architecture and
capability system will undergo systematic evolution, accelerating the

development of new information infrastructure in China.
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2.2. Values and Visions

“AON 3.0” is a key enabler for promoting the integration of new
industrialization and digital infrastructure development. Through capacity
upgrades, architectural reconstruction, and service model innovation,
optical networks will transform towards digital-intelligent integration,
multi-dimensional sensing and space-ground collaboration, while
possessing core capabilities such as ultra-large bandwidth, ultra-low
latency, native intelligence, elasticity and agility. It will promote regional
resource collaboration and sharing, support the flexible allocation of
computing resources, facilitate the efficient flow of data elements,
accelerate the digital upgrading of industries like smart factories and smart
offices, bridge the urban-rural digital divide in areas like remote education
and telemedicine, and drive the sustainable development of both the real
economy and the digital economy, ultimately unleashing new social
economic momentum.

“AON 3.0” is an important concept that will lead the future
development of the optical communication industry. Through
technological innovation and integration, standard guidance, and industrial
chain upgrades, it will drive the transformation of the optical
communication industry over the next decade. Based on the “AON 2.0”
architecture and technological innovations, it will further introduce and
integrate cutting-edge technologies such as Al, digital twin, space
communication, and multi-dimensional sensing. It will enhance the
network adaptability to diverse service scenarios, pushing the optical
communication industry to achieve a full-chain leap across upstream and
downstream sectors, from transmission media and optoelectronic devices
to equipment manufacturing and full-network system integration. This will

usher in a new phase of high-quality development for the global optical
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communication industry.

“AON 3.0” will center around “All-Optical Intelligent
Connectivity” and is committed to building an all-optical intelligent
connection system with the vision of “Optical-Cloud-Intelligence
Convergence, Optical-Sensing-Service Convergence, and Space-
Ground-Sea Convergence”. This will lay a solid foundation for the
network infrastructure in the Al era over the next decade.

1) Optical-Cloud-Intelligence Convergence: Optical networks
support the efficient connectivity of massive amounts of data, and
enable deep integration with cloud resources through intelligent
upgrades. Relying on elasticity, agility, ubiquitous collaboration, and
intelligent perception, the optical network builds an efficient, centralized
all-optical connectivity foundation for all network resources, including
computing power, storage, and bandwidth. And it integrates autonomous
network technologies across the entire lifecycle, including “planning,
construction, maintenance, optimization, and operation”, to meet the needs
for rapid data exchange and intelligent scheduling between all users,
terminals, nodes, and data centers.

2) Optical-Sensing-Service Convergence: By deeply coupling
optical communication with optical sensing, the transition from a
“connection channel” to a “perception hub” can be realized, driving
the shift of optical networks from a passive transmission model to a
paradigm that combines active sensing and differentiated services.
Optical networks will not only transmit data but also possess the real-time
perception capabilities of service quality, physical environment, and
network facility status. This will support more intelligent and refined real-
time service management, drive the evolution of applications toward

quality differentiation and multi-dimensional sensing, further expand the
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boundaries of industry applications, and provide value-added services such
as home security, earthquake early warning, and perimeter security.

3) Space-Ground-Sea Convergence: Through multi-dimensional
network integration technologies, space-based optical networks
(satellite communication), airborne optical networks (aerial
platforms), ground optical networks, and submarine optical networks
can be organically coordinated. The goal is to extend optical networks
into space and air, break through traditional geographical boundaries, and
construct a next-generation optical network system that offers seamless
connectivity and a three-dimensional layout across space, ground, and sea.
By leveraging the complementary collaboration of multi-level, multi-form
networks, ubiquitous connectivity and efficient resource collaboration
across space, ground and sea can be realized, supporting the deployment

of applications across all scenarios and services.
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3. Target Architecture and Network Features of AON
3.0

3.1. Overall Target Architecture of AON 3.0

To achieve the vision of “Optical-Cloud-Intelligence Convergence,

Optical-Sensing-Service Convergence, Space-Ground-Sea Convergence”
and to meet the core concept of “All-Optical Intelligent Connectivity”, a
series of innovative technologies need to be introduced. The white paper
believes that the target architecture of “AON 3.0” should possess the
following six fundamental features:

1. Ubiquitous and Collaborative All-Domain Optical High-Speed
Connectivity (Ubiquitous Optical High-Speed Connectivity)

Optical networks are rapidly evolving toward ubiquitous
coverage and space-ground-sea convergence, aiming to build an
infrastructure with high reliability and high-bandwidth
communication that spans the globe and supports all scenarios.

Covering various data centers, optical networks are further extended
to the edge, achieving deep coverage of homes, enterprises, campuses, and
industrial devices, and meeting the universal demands for high-speed, low-
latency, and highly-reliable optical communication from millions of
households and industries.

To build a global space-ground-sea integrated optical network,
comprehensive collaboration is required between space, ground and
submarine optical networks in areas such as resource planning, network
management, and Service Level Agreement (SLA) assurance, in order to
construct a network that is always connected and with services always
online. Resource planning collaboration refers to ensuring seamless
coordination of network resources during space-ground-sea network
planning, based on service forecasts and SLA requirements. Network

8
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management and control collaboration refers to unified management and
control of space-ground-sea optical networks, integrated service
provisioning, and unified network operations. SLA assurance collaboration
means selecting corresponding network resources and combinations based
on SLA indicators such as latency and availability, to ensure end-to-end
service guarantees through coordinated transmission.

Optical network technologies continue to evolve, with significant
increase in the speed. The long-haul single-carrier rate will be increased to
800Gb/s or 1.6Tb/s, the medium-/short-haul single-carrier rate will be
increased to 1.6Tb/s or 3.2Tb/s, the access single-carrier rate will be
increased to over 100Gb/s~200Gb/s, and the indoor optical link single-
carrier rate will be increased to 25Gb/s~50Gb/s.

2. New Ultra-Broadband All-Type Optical Media (New Optical
Media)

Optical networks continue to innovate in terms of spectrum and
media, expanding multi-band transmission capabilities while
introducing novel optical fibers and space optical communication
media, comprehensively enhancing network capacity, performance,
and coverage.

In terms of spectrum expansion, bands including O, E, S, C, L and U
have been applied in optical communication systems. For instance, the O
and E bands are used in fronthaul scenarios, while the U band plays a role
in access networks. With continuously growing service demands, spectrum
usage is being further expanded for certain communication technologies or
scenarios. For example, long-distance transmission is expected to extend
from the traditional C+L bands to S+C+L bands, and the access segment
may also be potentially extended to the C band.

Regarding optical fibers and cables, new solutions have emerged such
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as Hollow-Core Fiber (HCF), Space-Division-Multiplexing (SDM) fibers,
and large-core-count fiber cables based on Single-Mode Fiber (SMF).
HCFs can reduce latency and improve transmission performance. SDM
fibers and large-core-count fiber cables can significantly increase network
capacity.

Air and vacuum serve as new media for “AON 3.0, enabling space
optical communication including vacuum-based laser communication
between satellites, as well as air-based laser communication between
satellites and ground gateways, and between stations, and aerial platforms.

3. Elastic and Agile Optical Links for All Scenarios (Dynamic
Optical Links)

Through elastic connectivity, elastic bandwidth, elastic spectrum,
and elastic computing power technologies, optical networks achieve
intelligent scheduling capability with on-demand link establishment,
self-adaptive rate adjustment, and flexible spectrum allocation,
enabling efficient mission-critical service provisioning and optimal
network resource utilization.

To address mission-critical applications, rapid service provisioning,
and network efficiency optimization, optical networks leverage elastic
connectivity, bandwidth, computing, and spectrum technologies to enable
agile dynamic linking through available paths.

Elastic Connectivity: For transport private lines, through minute-level
provisioning and decommissioning of wavelength and Optical Service Unit
(OSU) to rapidly deliver link resources, the optical networks fulfill
mission-critical on-demand scheduling and time-division multiplexing
requirements. For Passive Optical Network (PON)-based private lines,
leveraging user-side gateways as anchor points, the system delivers

application-level real-time identification and tagging, along with cross-
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layer, multi-domain end-to-end rapid link provisioning and
decommissioning capabilities.

Elastic Bandwidth: On the one hand, the system enables line-rate
elastic adjustability, with a single Optical Transform Unit (OTU) card
supporting flexible rate tuning from 400Gb/s to 1.2Tb/s. On the other hand,
leveraging Optical Service Unit (OSU) bandwidth elastic expansion, dual-
layer Dynamic Bandwidth Allocation (DBA) mechanism with bandwidth
scaling, and application-level access network slicing capabilities, the
system delivers application-level bandwidth elasticity for diverse user
requirements.

Elastic Spectrum: The system enables flexible wavelength spacing
adjustment to match the efficient transmission with different rates, thereby
achieving multi-rate wavelength hybrid transmission within a single
optical layer.

Elastic Computing: Leveraging edge computing resources including
Optical Line Terminals (OLT), intelligent government and enterprise
gateways, and Fiber-to-the-Room (FTTR) devices, the system fulfills the
requirements of Al agents and applications for elastic deployment,
scheduling, and orchestration of local computing and storage resources.

4. Multi-Layer Native Entire Lifecycle Optical Intelligence
(Native Optical Intelligence)

Based on native AI technologies in each layer of the network,
Native Optical Intelligence establishes a “Three-Layer Native
Intelligence” architecture that comprehensively empowers the entire
lifecycle of “planning, construction, maintenance, optimization, and
operation” in optical networks.

Under the framework of new-generation cloud-network operation

systems, the optical network is built upon Native Optical Intelligence,
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deeply integrating advanced technologies such as Integrated Sensing and
Communication, Digital Twin, and Al. This provides “self-configuration,
self-healing, self-optimization and self-service” AON-wide intelligent
services for thousands of industries, enabling network planning to predict
service demands more accurately , network construction to install and
debug more efficiently , network maintenance to handle faults more
quickly, network optimization to discover hidden risks and make
adjustments more timely, network operation to meet diverse service
demands more agilely , thus realizing intelligent optical networks in the Al
era.

Al-based Native Optical Intelligence comprises three-layer
capabilities: network intelligence layer, operation intelligence layer, and
service intelligence layer. Network intelligence layer includes precise
perception of multiple parameters, rapid acquisition of data, digital twin of
network elements based on small models (realizing “twin-on-connection™),
and analysis of healthiness. Operation intelligence layer includes agent-
based optical network Operation and Maintenance (O&M) large models,
open control & management, fault tracing, performance evaluation and
multi-factor optimal routing based on latency/performance margin. Service
intelligence layer encompasses agile service provisioning, SLA risk
prediction, user quality of experience monitoring, resource analysis &
scheduling, Al-driven decision making and differentiated assurance.

5. Internal Awareness and External Exploration Multi-
Dimensional Optical Sensing (Multi-Dimensional Optical Sensing)

Through comprehensive improvements in perception capabilities,
optical networks support high-reliability and high-quality network
and service assurance (internal cognition), while exploring service

provisioning capabilities for societal governance (external exploration).
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For internal cognition, at the network sensing level, it includes co-
trench and co-cable monitoring for optical cable networks, optical cable
flash interruption detection, Geographic Information System (GIS)
restoration of optical cables, digitalized Optical Distribution Network
(ODN), data collection for devices, links and networks, full-parameter
sensing, and fault sensing. This enhances the quality, security, and rapid
provisioning capabilities of services. At the service sensing level, it enables
identification of service application types and characteristics, application-
level SLA intelligent sensing, and service quality perception.

For external exploration, leveraging the ubiquitous interconnected
optical cable network as a sensing medium and combining Al technologies,
it establishes real-time and accurate optical cable sensing capabilities. This
forms products with environmental perception functions, enabling visual
management of passive resources while simultaneously supporting
services such as earthquake prediction and construction warning. It
provides sensing services, including earthquake prediction, construction
warning, perimeter security, smart transportation, as well as the bridge and
road collapse detection.

6. Quality-Guaranteed  Hierarchical Optical Bearing
(Hierarchical Optical Bearing)

The system establishes a multi-tier SLA, high-quality
deterministic transport architecture to support Network-as-a-Service
(NaaS) capabilities and differentiated experience assurance for
diversified services.

Leveraging the advantages of optical networks—including ultra-low
latency, deterministic performance, flexible scheduling, high reliability,
and lossless transmission, and integrating with Internet Protocol (IP)

networks and the Fifth Generation Mobile Communication (5G) networks,
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the system provides end-to-end, multi-tier SLA, high-quality deterministic
transport capabilities (e.g., guaranteed bandwidth, bounded latency,
committed packet loss rate, etc.) for diversified services, including inbound
computing and inter-computing interconnection, enabling NaaS.
Multi-tier SLA encompasses multi-dimensional Key Performance
Indicator (KPIs) such as bandwidth, latency, network availability, service
activation time, security, and differentiated graded metrics. These can be
tailored to different types of users and services, such as enterprise (2B) and
home (2H), forming product offerings such as low-latency premium
private lines, tiered SLA subscription-based network value-added services.
This ensures tired service experience assurance based on corresponding

tiered SLA capabilities.
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Figure 1 Target Architecture of “AON 3.0”

Figure 1 illustrates the target network architecture of “AON 3.0”,
encompassing optical fiber & cable networks, optical fiber communication
networks, space optical communication networks, scenario-based private
networks, and intelligent optical network systems. The optical fiber
communication network is hierarchically structured into backbone,

Metropolitan Area Network (MAN) and access networks. Scenario-
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specific architectures are constructed for Al computing center networks
and industrial PONs. Intelligent optical network capabilities are introduced,
forming an entire lifecycle intelligent system represented by Al, digital

twin, and integrated sensing and communication.
3.2. Target Architecture of Optical Cable Network

The optical cable network aims to achieve wide coverage, low
latency, multiple routes, and enhanced sensing capabilities through
rational planning, deployment, and construction across different optical
cable network layers and timely introduction of new technical solutions.

China Telecom’s cable network, aligned with national strategies and
corporate development goals, will expand network layout of global
submarine and terrestrial cables, building a high-efficiency, stable, and
secure domestic-international integrated infrastructure, achieving global
connectivity covering major countries and regions, and enhancing network
resilience and service capabilities.

The international optical cable network will be established into a
diversified and balanced global transmission infrastructure through
coordinating submarine and terrestrial deployment strategies, and
combining both construction and procurement approaches. The submarine
optical cable network will be built by adopting multi-region and multi-
route deployment configurations. Based on requirements, “Open Cable”
architecture and integrated intelligent monitoring technologies will be
adopted to strengthen the submarine risk assessment capabilities and
enhance comprehensive proactive early-warning systems, which will be
ultimately establish secure and reliable international communications.
Meanwhile, it is necessary to actively explore trans-border terrestrial cable
resources in the Middle East, Central Asia, South Asia, and the Greater
Mekong Subregion of Southeast Asia, to expand terrestrial channels and

15
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promote multiple submarine-terrestrial combined channels, thereby
providing robust traffic sharing and security backup.

The domestic backbone optical cable network, centered on national
computing power hub nodes, will be established into a stereoscopic layout
that combines high-efficiency direct connections (low latency) and
strategic infrastructure (wide coverage), effectively interconnecting hyper-
scale and large-scale data centers while covering hubs, core equipment
buildings, connecting International Communication Gateway Bureaus
(ICGBs) and Submarine Cable Landing Stations (SCLSs) with linking Asia,
America, and Europe. A new structure with backbone cables terminated in
urban areas will be built and equipment room infrastructure layouts will be
optimized to reduce urban detour routes, optimize the latency and enhance
network security. G.654.E optical cables will be fully deployed to meet the
deployment requirements of transmission systems with single-wave rates
of 400Gb/s and higher.

The metropolitan optical cable network will break through
administrative regional networking constraints, realizing the nearest
interconnection by directly deploying cross-county (-town) optical cables
between adjacent cities. The multiplex layers of metropolitan optical cable
network will be progressively intensified its mesh configuration to meet
the requirements of the MAN flat architecture and the deployment of
WDM/Optical Transport Network (OTN) technology at the edge layer of
MAN:E.

For new-type optical fibers and cables, HCFs can be introduced in the
routs with high low-latency requirements according to actual needs. In the
scenarios such as co-construction and co-sharing, as well as limited
pipeline resources, the application of high-core-count optical cables will

be gradually promoted. The SDM fiber technology will be given attention

16
©AIl rights reserved by China Telecom



in special application scenarios such as data center intra-connection and
submarine optical transmission.

The optical cable network should possess the capability to monitor the
condition of the fibers themselves and the surrounding environment,
supporting applications, such as optical communication systems, urban
infrastructure health monitoring, and earthquake early warning.

The realization of the target architecture for the optical cable network
will mainly relay on advancements in new-type fibers and cables,

supporting technologies, as well as the maturity of sensing technologies.

3.3. Target Architecture of Optical Fiber Communication

Network
3.3.1. Target Architecture of Backbone Optical Fiber

Communication Network

The goal of the backbone optical fiber communication network is to
build a comprehensive cloud/data center (DC)-centric transport network
that converges the multiple layers of networks in China, integrates
domestic and international networks, and coordinates ground
networks and satellite space networks, providing network capabilities,
such as ultra-large bandwidth, ultra-high reliability, ultra-low latency,
high elasticity & agility, multi-dimensional perception, and intelligent

operation.
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Figure 2 Target Architecture of Backbone Optical Fiber Communication Network

Multi-layer converged networking in China: Based on the
converged networking of inter-provincial and intra-provincial backbone
networks, the architecture covers all-optical fundamental backbone layer
and three-dimensional efficient scheduling layer will be built to achieve
efficient integrated transport of multi-rate, multi-type services and fast
agile disconnection and establishment of links.

International and domestic integrated networking: To strengthen
the integrated planning, construction, and management & control of
domestic and international networks (including terrestrial and submarine
cable systems), a globally integrated private line network featuring high
speed large bandwidth, low latency, fast provisioning, flexible scheduling,
high security, high efficiency and unified operation will be built, realizing
end-to-end rapid provisioning and unified management & control of cross-
national and cross-regional services, and address the demands of public
and private line customers for efficient data transmission while meeting the
requirements of different countries for network compliance.

Ground and space optical network synergy: A ground backbone
fiber communication network featuring efficient interconnection at the
device layer and intelligent coordination at the control layer with the
satellite space network can be built by precise coverage of ground gateway

stations and introduction of a unified management & control system.
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The implementation of the target architecture of the backbone optical
fiber communication network mainly relies on the high-speed large-
capacity all-optical transmission, all-optical switching technology, the
integrated management, and control technology, etc.

3.3.2. Target Architecture of Metropolitan Optical Fiber

Communication Network
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Figure 3 Target Architecture of Metropolitan Optical Fiber Communication Network

The goal of the metropolitan optical fiber communication network is
to build a cloud/DC-centric network architecture, gradually realizing the
flat architecture evolution from a “core-aggregation-access” three-layer
network to a “core & aggregation-access” two-layer network. The MAN
expects to achieve the air-ground integrated development through deep
coordination with space optical communication, to provide flexible, agile,
secure and reliable SLA-capable differentiated service capabilities.

Network Architecture: The core layer and aggregation layer are
integrated into a mesh network to provide wavelength-level large-
bandwidth direct connection capability. More than three line directions are
retained for any one network node. The ROADM all-optical network is
established to ensure elastic configuration and flexible scheduling of MAN

services, thus reducing electrical layer switching and regeneration and also
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minimizing network latency and costs. The access layer mainly adopts ring
topology networking, and central office nodes support ubiquitous access of
multiple services. Some large-scale local access networks can gradually
evolve to mesh networks as required.

Air-ground Integration: Combined with the low-altitude drone
system, the MAN can cover the ground receiving stations, providing
capabilities assurance of multi-layer communication links covering ground
receiving stations, low-altitude drones, and satellites. Besides, the
architecture provides supplementary coverage in remote areas and
enhances network access capabilities in dense areas. These new links can
be used as emergency communication exits to improve the reliability of the
MAN.

Service Experience: One millisecond (1ms) express access to
computing/inter-computing interconnection services can be provided to
meet the requirements of urban computing networks. Service flow features
can be used to identify applications, and differentiated multi-tier SLA
services based on multiple dimensions (such as bandwidth, latency,
network availability, and encryption security) can be provided to offer
customized and high-quality network service experiences.

The implementation of the target architecture of the metropolitan
optical fiber communication network mainly relies on the technologies
including low-cost Wavelength Division Multiplexing (WDM), all-optical
networking, Metro-optimized Optical Transport Network (M-OTN)/OSU,
and application-based multi-tier SLA.

3.3.3. Target Architecture of Optical Access Network

The goal of the optical access network is to build a network
architecture with “Scale 10 Gigabit Optical Broadband-FTTR” as a core

concept to guarantee new experience of smart life in home scenarios,
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support intelligent manufacturing upgrade in industrial scenarios, support
digital transformation acceleration in campus scenarios, and upgrade the
fronthaul WDM network rate and capacity as required in fronthaul
scenarios to meet the requirements of the Sixth Generation Mobile

Communication (6G) for fronthaul transport networks.

Experience assurance Network O&M Edge-device
application application application New-generation Wi-Fi
| 2 [A L2
Smart =
Edge-device synergy gateway
Home/SME
New-genera;ign,A_\INi-Fi
~{& 50G-PON el & WD
=) 3 <=
— Multi-level flexible pipes for users, FTTR-H/B
oLT services, and applications Home/SME
I
ODN sensing
SR
S (NS

Campus/Industry

Figure 4 Target Architecture of Optical access network

In Outdoor Scenarios: gigabit optical access networks need to
upgrade to 10 gigabit optical access networks on demand for key areas,
scenarios and services, and provide 10 gigabit access pipeline capability.
On the basis of edge computing power of OLT and related terminals, Al
can be used to build distributed agents to support collaborative interaction,
elastic intelligent connection, and application-level service guarantee
capabilities to improve the access efficiency and service experience. ODN
fibers can be used as the media to explore the communication and sensing
integration capabilities.

In Indoor Scenarios: based on the customer edge intelligent devices
such as FTTR (-H/-B) master/slave nodes and routers, new-generation
indoor optical networks can be built with optical fiber as physical-layer
links, middleware as software foundation, application agents as hub control,
and new-generation Wi-Fi as edge extension. The in-door optical networks

will collaborate with gigabit/10 gigabit access optical networks to
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maximize operators’ advantages in cloud networks and service fields.

The implementation of the target architecture of the optical access
network mainly relies on 50G-PON, FTTR-H/B, Wi-Fi, Al/Agent, ODN
sensing, and 50G/100G fronthaul WDM technologies.

3.4. Target Architecture of Space Optical Communication

Network

The target of the space optical communication network is to build a
“space-air-ground” integrated communication network that is optical-
based, hierarchically coordinated, and dynamically controllable, with
multi-platform collaboration across satellites, aerial platforms, and ground
nodes as its core. Meanwhile, 1t will form a unified architecture that
complements and interconnects with terrestrial optical networks, aiming to
provide ubiquitous, efficient, reliable, secure, 7x24 online wide-coverage
optical communication capabilities. This will support future global-scale
optical network interconnection, perception data aggregation, and task data
backhaul.

Satellite-to-ground and inter-satellite optical communication
networking: A large-capacity and low-latency space backbone network
will be constructed by leveraging high-speed laser interconnections among
existing Low Earth Orbit (LEO) satellites and through spectrum or pipeline
leasing. Together with high-speed satellite-to-ground links between
satellites and ground stations, a three-dimensional space-ground data
transmission path will be formed.

Aerial platform networking: Optical communication nodes will be
deployed on high- and medium-altitude aerial platforms such as aircraft
and unmanned aerial vehicles, enabling rapid cross-regional data relay via
laser links. Unified scheduling and flexible deployment will be supported

through coordinated operation with ground stations and other nodes to
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meet diverse data transmission requirements.
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Figure 5 Target Architecture of Space Optical Communication Network

Near-ground Free-Space Optical (FSO) communication
networking: In scenarios such as island access, cross-river transmission,
and cross-building communication environments, point-to-point short-
reach high-speed laser links will be deployed. These will enable cost-
effective high-bandwidth networks in areas beyond the reach of optical
fibers, effectively extending the boundary coverage of the optical network.

The implementation of the target architecture of the space optical
communication network mainly relies on atmospheric turbulence
compensation, Doppler shift compensation, Acquisition, Tracking, and
Pointing (ATP) technologies, etc.

3.5. Target Architecture of Scenario-Based Private Network

3.5.1. Target Architecture of Intelligent Computing Center
Optical Network

The target of the intelligent computing center optical network is to
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build an all-optical, high-speed network that spans both inter- and intra-
center connections. This includes interconnections between intelligent
computing centers, intra-connections within each center, and the
integration of intra- and inter-center networks. The target is to enable the
efficient sharing of computing power and network resources. Through
computing-network  synergy, the architecture supports flexible
interconnection of local and remote resources, enabling dynamic
construction of geographically distributed clusters. It addresses key
requirements such as ultra-broadband transmission, lossless low-latency
communication, and flexible scheduling of computing resources for

diverse workloads including inference and training.

Optical network intelligence
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Figure 6 Target Architecture of Intelligent Computing Center Optical Network

Interconnection across Geographically Distributed Intelligent
Computing Centers: Based on the MAN or the backbone network, and
the 400G/800G ROADM logical plane, ultra-high-bandwidth and ultra-
high-reliability optical connections can be established across
geographically distributed intelligent computing centers. Lightweight
optical transport devices will be deployed as required between business-
intensive metropolitan intelligent computing centers over short distances.

To ensure high reliability of network connections and achieve lossless
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transmission, 50ms wavelength rerouting restoration technology will be
explored.

Large-Scale Intra-Center Computing Power Interconnectivity:
The optical circuit switches (OCS) will replace the core-layer switches
with the traditional electrical architecture in the selected ultra-large-scale
DCs, and will even be deployed in super-nodes in the future to implement
large-capacity non-blocking interconnection among the computing nodes
within an intelligent computing center. In the future, to further enhance the
interconnect bandwidth density while reducing inter-card power
consumption and latency, advanced photonic integration technologies such
as chip-level optical input/output and Co-Packaged Optics (CPO) are
expected to be introduced. These innovations will support higher
scalability and computing efficiency within intelligent computing centers.

Integration of Intra- and Inter-DC Networks: Seamless integration
of intra- and inter-DC networks requires coordination at both the control
and device layers. OTN devices is able to recognize the Remote Direct
Memory Access (RDMA) protocol to ensure lossless data transmission
between the intelligence computing centers. Relying on cross-domain
computing-network orchestration, the integrated network enables real-time
awareness and unified scheduling of computing resources via an integrated
operations platform. By incorporating dynamic wavelength provisioning
and teardown capabilities, optical-layer resources can be precisely
allocated based on workload type and traffic patterns, significantly
improving the agility and efficiency of optical resource management.
Ultimately, the construction of a fully optical interconnection path—from
chip to rack to cluster—will unlock the full performance potential of
intelligent computing networks.

The implementation of the target architecture of the intelligent
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computing center optical network mainly relies on the following
technologies: ultra-reliable elastic bandwidth, 50ms wavelength rerouting
restoration, OCS, and advanced optoelectronic co-package technology.

3.5.2. Target Architecture of Industrial PON

The goal of the industrial PON is to build communication
infrastructure capable of ubiquitous connectivity, deterministic
transport, and high intelligence, with computing-network integrated
optical foundation as its core, to achieve multi-subnet integration of the
enterprise information network, industrial control network, and device

connection network.
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Figure 7 Target Architecture of Industrial PON
Device Form: New OLT and ONU devices with computing power

and edge industrial applications support the integration of edge computing
power, network terminals, and software-based Programmable Logic
Controller (PLC) to achieve intensive empowerment for a single node.
Network Communication: Differentiated deterministic service
guarantee capabilities need to be constructed based on multi-level
collaborative deterministic technology to address the deterministic

transmission requirement of multi-source heterogeneous big data in

26
©AIl rights reserved by China Telecom



intelligent manufacturing.

Optical Network/Industrial Control Convergence: Time
synchronization and real-time control linkage will be optimized to provide
more efficient convergence solutions for industrial applications.

Management and Control Mode: All-optical industrial
configuration can be built and simplified and customized capabilities for
industrial services can be provided based on the hierarchical open
interfaces of the PON, to ease the difficulty of the implementation of the
industrial PON.

The implementation of the target technical architecture of industrial
PON relies on multi-level collaborative deterministic technology,
computing, network and control integration technology, and industrial
configuration technology to promote deep convergence of Communication
Technology (CT) and Operational Technology (OT).

3.6. Target Architecture for Intelligent Optical Networks

The target of intelligent optical network is centered on “elastic agility,
intelligent network empowerment, internal cognition and external
exploration, and hierarchical experience”, built upon native optical
intelligence and grounded in open control and management, enabling
real-time data acquisition, unified data sharing, and coordinated
management and control across vendors and domains, deeply integrating
emerging technologies such as digital twins, integrated sensing and
communication, and Al, thus forming a “three-layer native intelligence”

architecture.
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Figure 8 Target Architecture of Intelligent Optical Networks
Network Intelligence Layer: By integrating technologies such as

distributed sensing, Digital Signal Processing (DSP), embedded native
computing power, and real-time Al inference capabilities, enabling precise
sensing and rapid acquisition of multidimensional physical parameters in
fiber links and devices. It drives a transformation of network elements from
“passive response” to “active sensing—decision—optimization”, and shifts
network control from “static rules and strategies” to “dynamic model and
agent-driven” intelligence, greatly enhancing network transmission
efficiency and resource utilization.

Operation Intelligence Layer: Through the deep fusion of digital
twins, Al, and large models, an intelligent management and control system
is built, enabling end-to-end collaborative management of connected
intelligent dispatch, network healthiness assessment, and fault tracing.
Based on an open architecture that integrates multi-vendor device
capabilities, this layer supports closed-loop of flexible policy generation
and automated operations and maintenance, promoting the transformation
of optical network from “manual intervention” to “intent driven,
autonomous closed-loop” operation.
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Service Intelligence Layer: This layer achieves intelligent agents for
experience assurance and edge applications, accomplishes objective
defining, task chain planning, and user intent and environmental event
perceiving, collaborates with cloud-based general intelligent agents and
digital human applications on demand. By deeply integrating intelligent
capabilities with service scenarios, and through dynamic sensing and
intelligent decision-making systems, this layer supports service agile
release, SLA risk prediction, and resource elastic scheduling, establishes
an intelligent closed loop of “demand—policy—execution”, driving the
optical network from “reactive service” to ‘“proactive service”, and
provides a highly reliable and autonomous intelligent service experience.

3.6.1. Target Technical Requirements of Integrated Sensing and
Communication Optical Networks

The integrated sensing and communication optical networks enhance
state monitoring of optical networks and external environments beyond
traditional capabilities, forming three core competencies: network
sensing, service sensing, and environmental sensing, thereby
strengthening optical network resilience and intelligent capabilities.

Network Sensing: Multi-dimensional perception enhancement such
as fiber quality, fiber routing, and system performance are achieved with
distributed optical fiber sensing, DSP optical signal monitoring and other
technologies as the core. It upgrades the existing Optical Time Domain
Reflectometry (OTDR) and DSP analysis capabilities to realize high-
sensitivity capture of fiber link flash break abnormalities. It introduces
Distributed Acoustic/Vibration Sensing (DAS/DVS) technology to
perceive the external vibration characteristics of the fiber and realize the
risk warning of fiber co-routing. Based on node performance and

configuration data, it actively senses the system performance, establishes a
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digital view of ODN, and combines physical topology to realize active fault
detection and audit of optical paths.

Service Sensing: Millisecond-level monitoring and service
characteristic identification technologies enhance service quality
perception, enabling monitoring and optimization of quality degradation in
critical applications to support application-level SLA assurance.
Concurrently, millisecond-level traffic monitoring facilitates service
bandwidth expansion and enables the perception and localization of issues
such as packet loss and bit errors caused by sudden traffic bursts.

Environmental Sensing: Based on distributed optical fiber sensing
technologies, this layer detects environmental anomalies such as vibration
and temperature changes, improving the perception capability of
conditions surrounding optical fibers. It enables timely identification of
fault risks such as fiber cuts from construction activities on land or anchor
damage to submarine cables. The sensing capabilities can also be opened
up to expand environmental monitoring potential, supporting applications
such as campus perimeter intrusion detection, urban traffic condition
monitoring, bridge health assessment, and submarine earthquake early
warning.

3.6.2. Target Technical Requirements of Digital Twin for Optical
Networks

The digital twin system for optical networks, as an enhanced
management technology, can be deployed either integrated with or
independently from existing control systems. Centered on “digital-physical
mirroring, intelligent closed-loop, and full-domain orchestration”, it
encompasses a four-tier architecture (data layer, model layer, service
layer, and interaction layer), enabling layered decoupling and cross-

domain convergence to support the entire lifecycle intelligent management
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of optical networks.

Data Layer: Accurate Perception and Efficient Governance. The
digital twin for optical networks collects data of components, devices,
topology, networks, and services in physical space to build corresponding
twin models. The embedded intelligent engines preprocess raw data at the
network element side and integrate multi-domain data at the network and
service side, constructing a unified global resource view and providing a
high-quality data foundation.

Model Layer: High-Fidelity Virtual Model Construction. Based on
foundational models, functional models, and knowledge repositories, this
layer achieves precise mapping between physical entities and their digital
counterparts, and high-fidelity simulation of network operation status is
synchronized in real time, supporting cross-vendor, cross-domain and
multi-level collaborative modeling.

Service Layer: Intelligent Decision-Making and Closed-Loop
Control. With capabilities in simulation, evaluation, and optimization, this
layer provides services such as network planning, fault prediction, and
resource scheduling. For instance, a causal inference engine enables root-
cause fault tracing within seconds, while reinforcement learning is used to
generate dynamic optimization strategies that drive network self-healing
and proactive SLA assurance.

Interaction Layer: Intra-Domain Interoperability and Cross-Domain
Coordination. Within the digital twin network, standardized internal
interfaces support single-domain data exchange and functional
collaboration. Northbound interfaces enable intent translation and
capability invocation, southbound interfaces support high-speed data
acquisition and control command delivery, internal interfaces facilitate

model interaction. Additionally, the digital twin architecture supports
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cross-domain intelligent architecture and interactive collaboration with
other fields, and realizes cross-domain applications through open
standardized interfaces. Furthermore, the digital twin system can realize
human—machine interaction, significantly improving the transparent
management and agile response capabilities of complex systems.

3.6.3. Target Technical Requirements for Al in Optical Networks
To meet the stringent demands of emerging Al-era services, optical

networks need to build the key capabilities of “intelligent resource
collaboration, proactive risk prevention, and autonomous O&M
closed-loop”. On top of automated control, a multi-agent system
incorporating both large and small Al models should be established to
enable full-lifecycle intelligent capabilities across network “planning,
construction, maintenance, optimization, and operation”.

Network Planning and Construction: Build a highly reliable, low-
latency, and agile network. Based on service demand and resource
prediction planning, it ensures agile service provisioning. Through latency
assessment planning, precise coverage of computing-network latency-
sensitive zones is achieved. Leveraging digital twin-based planning, the
solution optimizes high-reliability topology design, equipment selection,
and site placement to eliminate single points of failure, delivering high-
availability services.

Network Maintenance: Enhance fault handling efficiency.
Millisecond-level sensing enables precise localization of micro-
interruptions, while intelligent optical modules diagnose failure causes. Al
algorithms achieve root-cause alarm identification, and large language
models power interactive operation assistants for accurate fault localization.
Leveraging integrated sensing and communication, real-time monitoring
and analysis of optical cable vibrations and ambient environmental

disturbances are implemented.
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Network Optimization: Enables automatic identification of network
anomalies and proactive optimization. It automatically identifies co-
trench/co-cable fibers and proactively optimizes fiber routes at the fiber
and cable layer, evaluates and optimizes optical link performance and
proactively conducts latency detour risks warning and topological
optimization at the network layer, proactively detects poor application
performance and automatically provides high-priority connections to
ensure SLA compliance at the service layer.

Network Operation: Improve both service agility and user
satisfaction. Intent-based multi-factor routing planning builds automatic
wavelength provisioning capabilities, enabling minute-level service
provisioning. Digital twin technology simulates service configuration and
routing adjustments to support rapid provisioning and intelligent
scheduling of the services. Leveraging elastic computing power, the
solution implements differentiated SLA application-level experience
assurance through optical cable quality sensing, flexible deployment of
distributed agents, and coordinated computing-network intelligent control.
Al-powered local service agents deliver domain-specific services,
including natural language interaction, knowledge questions and answers,

and intelligent customer service.
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4. AON 3.0 Phased Evolution Strategy

4.1. 2030 Target and Evolution Strategy
1) Optical Fiber Cable Network

The international optical cable network will be strengthened the
construction of submarine cables in the main directions, and added new
submarine cable systems using the “Open Cable” model in Asia-Pacific,
Asia-Europe, Asia (South) and Asia-Africa directions, and adopted a
submarine-terrestrial combined model consisting of trans-border terrestrial
optical cables + SCLSs + international submarine cables, to expand export
directions and channels, ultimately enhancing resilience. Enhance the
optical cable levels of international extension sections and cross-border
sections, and integrate the access sections of the ICGBs and the Pass and
Earth Stations (PESs) into inter-provincial backbone optical cable
networks, thereby increasing the quality and security of the international
optical cable network. For the domestic backbone optical cable network,
the replacement project of backbone optical cable built before 2000 using
G.654.E optical cables and the new structure with backbone cables
terminated in urban areas will be finished, while the construction of optical
cable network with high-efficiency direct connections will be basically
completed. The field trails of new-type fiber will be carried out. For
example, the high-core-count optical cables based on single-mode fibers

with = 288 cores will be carried out in special scenarios such as building

interconnection within hyper-scale and large-scale DCs, the areas crossing
long-distance river, and co-construction and sharing routes. The HCFs will
be trialed in the scenarios of financial exchanges and data centers
interconnection with strong computing power demands. The applications

of SDM fibers will be tracked and their application in data centers intra-
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connection and submarine optical transmission will be promoted at an
appropriate time.

The metropolitan optical cable network will continue to be densified
grids to achieve multiplex routes at the core/aggregation layer and at least
two routes at the access layer, meeting the evolution requirements of
ROADM and WDM/OTN in metropolitan area networks, and further
improving the quality of metropolitan optical cable networks. Meanwhile,
the field trail of route visualization management and fault location
capabilities will be launched in some metropolitan optical cable networks.

2) Optical Fiber Communication Network

Backbone Optical Fiber Communication Networks: Maintain an
inter-provincial and intra-provincial backbone networks integrated
architecture. The 400Gb/s ROADM network achieves near-universal
extended C+L band integration. Leveraging this optical layer, 800Gb/s
wavelength channels are deployed on high-traffic routes and regions,
enabling hybrid multi-rate ROADM all-optical switching networking.

100Gb/s ROADM networks deploy redundant OTU ports as auxiliary
detection light sources, while 400Gb/s+ ROADM networks employ filler
light for auxiliary detection. Software-driven scheduling enables recovery
route performance testing and fault localization, enhancing network
reliability and continuously improving wavelength restoration success
rates. Under adequate network resources, single-point cable failures
achieve 98% average service restoration success rates.

Integrating submarine and terrestrial cable resources provides
international triple-route capability across regions. Coordinating with
satellite optical networks extends coverage to terrestrial gateway stations.
A unified cross-domain, multi-vendor control system enables integrated
bearer services and end-to-end provisioning for government and enterprise
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leased lines.

Improve network agility and flexibility and match the evolution and
development trend of intelligent computing networks. The network
evolves from static connection to dynamic on-demand demolition and
construction capabilities, providing minute-level dynamic demolition and
construction capabilities for in-computing and joint computing services.

Further improve network operation efficiency. When network
resources are available, the optical channel issuance time evolves from the
sky level to the hour level and the minute level, and at the same time, it
provides resource prediction and tuning capabilities for scenarios with
multi-rate and multi-bandwidth bearings.

Deploy optical system detection points on demand, such as Optical
Performance Monitoring (OPM), DAS, OTDR, etc., upgrade network
digital capabilities and provide a definite service experience.

Further simplify the optical network and complete the chain wave
division system to withdraw the network, and all public services are carried
by the ROADM network.

Metropolitan Optical Fiber Communication Network: Large and
mega cities will basically achieve flat integration of core & aggregation
layers with mesh networking. The access layer will gradually implement
the capability of rapid access to computing, and the core areas of large and
medium-sized cities can achieve one millisecond access to
computing/inter-computing interconnection. DC interconnections will
introduce single-carrier of 800Gb/s or 1.6Tb/s to achieve large bandwidth
connections. The dynamic and flexible small-particle service bearer
technology based on M-OTN/OSU gradually replaces the Synchronous
Digital System (SDH)-based Ethernet service over SDH (EoS), realizing

end-to-end service activation scheduling and bandwidth adjustment. The
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network will support identifying the type of application through the
characteristics of service flow and provides hierarchical SLA differentiated
services. Explore the application of IP and optical equipment collaboration,
O-band WDM and other technologies in the metropolitan fiber optic
communication network.

Optical access network: Large-scale deployment capabilities for
50G-PON based scale 10-gigabit optical network solutions will be
possessed (supporting three-generation coexistence, S0G-PON channel
uplink dual-rate reception, and other characteristics), with key areas and
scenarios achieving 10-gigabit optical broadband upgrades and coverage.
Key technologies and leading applications for next-generation Very High
Speed PON (VHSP) (tentatively 200G-PON) will be explored. For homes
and small-medium enterprises, 10G rate FTTR deployment capabilities
will be possessed, supporting intensive Wi-Fi management and control
capabilities, network quality differential labeling systems, and closed-loop
optimization capabilities to achieve diversified application interconnection
and inter-control capabilities. This will provide high-speed, stable, and
flexible data access and lossless transmission capabilities for Al
applications. Field trails for 50G/100G fronthaul optical modules oriented
toward future 6G service requirements will be explored.

3) Space Optical Communication Networks

Complete laboratory inter-satellite and satellite-to-ground laser link
technology verification. In emergency communication scenarios, near-
ground FSO communication technology is introduced to enable minute-
level communication recovery during natural disasters, and to support data
interconnection for islands and maritime communities.

4) Scenario-Specific Networks

Intelligent Computing Center Optical Networks: Enables high-

37
©AIl rights reserved by China Telecom



speed interconnection among computing power centers across multiple
regions. Some metropolitan area networks introduce 50ms telecom-grade
WSON restoration capabilities based on fast wavelength-switching lasers,
along with lossless transmission capabilities, to ensure high reliability of
network connections. Pilot deployment of OCS in some data centers. The
integrated internal-external network of the intelligent computing centers
has begun to support cross-domain computing resource scheduling. Pilot
projects for computing-network collaborative operation platforms have
been launched, enabling resource status awareness, on-demand
orchestration, and unified scheduling. Exploring a new service model that
offers government and enterprise customers integrated ‘“network +
computing power” solutions.

Industrial PON Optical Networks: For vertical industries, break
through key technologies of high-speed real-time all-optical field networks,
promote the deep integration of CT/OT. Build the level-level openness of
PON networks, develop all-optical industrial configuration software, and
promote the application of industrial PON optical networks.

5) Optical Network Intelligence

Based on the knowledge-wide awareness, it fully supports the
management of optical cable quality, transmission performance and service
SLA. Implement single-domain twinning of optical networks, with the
capabilities of simulation modeling, topological mapping, dynamic
synchronization, state prediction and fault deduction. Explore the
integration of large models and agent technologies into the entire lifecycle
of the optical network, independently complete perception, analysis,
decision-making and execution tasks, support resource planning,
performance at all levels of the network and real-time perception of faults,
dynamic business demolition and construction, time-sharing reuse and
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differentiated quality assurance, and realize closed-loop self-intelligence
scenarios such as fault tracing, dynamic tuning, and automatic capacity
expansion, and gradually open to provide customers with simple and
intelligent services. Based on the intelligent technology of optical networks,
millisecond-level perception, minute-level fault tracing and minute-level
service distribution are realized, and the optical network reaches a high

level of self-intelligence.

4.2. 2035 Target and Evolution Strategy
1) Optical Fiber and Cable Network

The international submarine cable network will continue to be
increased the production of submarine cables in the Asia-Pacific, Asia-
Europe, Asia (South), and Asia-Africa to increases export directions and
channels. The domestic backbone optical cable network does not
distinguish the inter-provincial and intra-provincial backbone optical cable
networks. The construction of high-efficiency direct connections (low
latency) optical cable networks will be completed and the construction of
strategic infrastructure (wide coverage) optical cable networks will be
basically completed mainly based on G.654.E fiber, covering all provincial
capitals, core hub buildings in prefectures and cities, DC, ICGBs, SCLSs
and PESs. The replacement project of backbone optical cable network built
before 2010 will be finished. HCFs will be deployed as needed in the
hotspot areas for the latency, and the field trail of high-core-count optical
cables based on single-mode fibers with a capacity of more than 500 cores
will be carried out.

The metropolitan optical cable network will generally have multi-
routing optical cable capabilities, and the replacement of the metropolitan
optical cables built before 2010 will be basically completed, greatly
improving the quality, safety, and disaster recovery capabilities.

39
©AIl rights reserved by China Telecom



Furthermore, visualization of optical cable routing is realized, and field
trials on intelligent risk warning and environmental monitoring capabilities
will be carried out in some urban optical cable networks.

2) Optical Fiber Communication Network
Backbone Optical Fiber Communication Network: With 400Gb/s

and 1.6Tb/s as the evolutionary milestones, the network aims to achieve
widespread coverage of 400Gb/s, followed by regional -efficiency
improvements with 800Gb/s, and the gradual deployment of 1.6Tb/s.
Innovations in the C+L+S bands will be commercialized step by step, with
the goal of doubling single-fiber capacity in the 1.6Tb/s era. The network
will be becoming integrated domestically and internationally, with near-
complete coverage of ground gateway stations. Equipment will be
interconnected on demand, and unified management for space-ground-sea
coordination will be progressively implemented. This will provide end-to-
end route visibility, management, and control, as well as capabilities for
collaborative planning and protection. New business scenarios such as
dedicated encrypted lines/networks and always-on Very Important Person
(VIP) high-value dedicated lines will be introduced.

Metropolitan Fiber Communication Network: Large and mega
cities will be achieved flattening and integration of core & aggregation
layer with mesh networking. The optical spectrum of the core layer in large
metropolitan networks will be expanded to the C+L bands, and explore
3.2Tb/s single-carrier technology and its application. The access layer will
evolve toward mesh networking, and the aggregation & core layer can be
connected to the access layer optical layer to provide direct wavelength
capability. By accurately identifying services and leveraging Al technology,
differentiated physical pipelines will be provided for various services,
enhancing user experience.
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Optical Access Network: The 10-gigabit network infrastructure will
be deeply deployed, with large-scale construction of 10G optical networks
based on 50G-PON technology. Al agent technology will be widely applied,
integrating 10-gigabit FTTR technology and high-speed Wi-Fi to extend
10-gigabit capabilities and intelligent operational services to end-users and
applications. Field trail of next-generation ultra-high-speed VHSP based
on 200G-PON will be explored, along with trial commercialization of
network equipment. Research will also be conducted on high-integration,
low-power fronthaul optical module technology.

3) Space Optical Communication Network

A space optical communication network integrating “‘space-air-
ground” capabilities will be built through spectrum or pipeline leasing,
serving as a complementary enhancement to the terrestrial network by
filling coverage gaps. Where feasible, it will support unified orchestration
and flexible deployment alongside terrestrial optical cable links. It will
support scenarios such as emergency communications, transoceanic
shipping, remote access, and cross-border data transmission. Additionally,
laser link experiments targeting Tb/s-level inter-satellite and satellite-to-
ground transmission capabilities will be conducted in due course.

4) Scenario-Specific Network

Intelligent Computing Center Optical Network: A high-quality,
fully integrated regional intelligent computing center network will be
established, featuring ubiquitous computing power interconnection,
flexible orchestration, and intelligent scheduling capabilities. Leveraging
on-chip optical emission technology, full-optical links connecting “chip—
cabinet—cluster” will be implemented in selected intelligent computing
nodes. Scenario-specific Dense Wavelength Division Multiplexing

(DWDM) systems are deployed on demand: 800Gb/s systems for long-
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distance inter-cluster connections, 1.6Tb/s systems for inter-city links, and
3.2Tb/s systems for short-distance connections between metropolitan data
centers. OCS is fully integrated with intelligent scheduling systems to
support diverse computing interconnection demands. A telecom-grade
computing-network operation platform will be developed to deliver
standardized services such as computing resource leasing, cloud-based
computing access, and remote collaboration—ensuring the uninterrupted
operation of high-value services.

Industrial PON Optical Network: Tailored to the customized needs
of vertical industries, scenario-based application innovations will be
developed based on new all-optical industrial networks, with efforts to
promote large-scale adoption.

5) Optical Network Intelligence

Break through the technology of data integration and strategy linkage
throughout the lifecycle to achieve self-intelligence with zero manual
intervention, deepen the coordination of large and small models and open
control, build a “light-sensing-industry” integrated service, and expand the
intelligent scenario of the sky, earth and sea, open network self-intelligence
interfaces empower thousands of industries and ensure the sustainable
development of technology. Optical networks comprehensively improve
self-intelligence. The network has cross-domain twinning and self-
evolution capabilities, and can dynamically adapt to unknown business

scenarios and external exploration environment changes.
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5. Innovation Directions for Key Technological of
AON 3.0

5.1. New-Type Optical Fiber and Cable Technologies

Current new-type optical fiber and cable technologies primarily
include SDM fiber, high-fiber-count optical cables based on SMF, and HCF.

Among SDM fibers, Weakly-Coupled Multi-Core Fibers (WC-MCFs)
demonstrate the highest practical potential, enabling thousand-kilometer
drawing from a single preform with crosstalk levels reaching -45dB/100km
in the C-band, minimally impacting transmission systems over nearly
1,000km. However, WC-MCFs face challenges including prolonged
splicing time, significant loss difference between cores, and system
complexity. In addition, amplification issues to reduce system complexity
remain unresolved. Future applications are expected in space-constrained
scenarios like data centers and submarine cables. High-core-count optical
cables based on SMF achieve high core density and small diameter through
fiber miniaturization and compact optical units, enabling a single cable to
accommodate thousands of cores, reducing construction costs in pipeline-
limited scenarios. Technically, there are basically no bottlenecks, but long
time and high loss of splicing require to be further resolved. HCF offers
advantages such as low loss (achieving minimum attenuation < 0.1dB/km),
low latency, and large bandwidth. However, current issues include
absorption lines in commonly used bands, lack of standards for diverse
structures, high cost, and immature supporting equipment (e.g., OTDR,
high-power lasers). Meanwhile, it is necessary to explore construction and
maintenance plans. Thus, it can be prioritized for latency-sensitive services

in the future.

5.2. High-Speed, Large-Capacity All-Optical Transmission
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Technologies

Single-carrier ultra-high speed, ultra-wideband and ultra-long-
distance transmission are key technologies to break through the bottleneck
of optical communication capacity and performance. In terms of single-
carrier ultra-high-speed transmission, the industry has launched a single-
carrier 1.6Tb/s commercial product based on about 200GBaud symbol rate,
and continues to evolve towards higher speeds. In terms of ultra-broadband
transmission, the extended C+L band has begun to be deployed in the
operator network in large scale, and the S+C+L band is expected to become
the direction of next-generation band expansion. The transmission solution
of the full-band (O/E/S/C/L/U) has been initially verified in the laboratory.
For ultra-long-haul transmission, single-carrier 400Gb/s systems have
reached transmission distances over 2,000km, while 800Gb/s systems are
expected to exceed 1,500km, continuously supporting terrestrial backbone
and all-scenario optical network evolution. For submarine cable systems,
single-carrier 200Gb/s with repeaterless transmission is expected to exceed
15,000km. Technically, increasing single-carrier symbol rates depends on
wideband optoelectronic components and high-performance DSP chips
enabled by advanced semiconductor processes. Ultra-broadband
transmission relies on the maturity of optoelectronic devices across
spectrum bands, advanced power management, and impairment
compensation mechanisms. Achieving ultra-long-haul performance further
depends on innovations in optical fibers—such as ultra-low-loss, large
effective area fibers (e.g.,, G.654.E)-advanced DSP compensation

algorithms, and optimized optical amplification technologies.

5.3. All-Optical Switching Technologies
High-dimension Wavelength Selective Switches (WSS), fast

restoration in WSON, and OCS are keys to enhance optical network
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flexibility and reliability.

- As the core component of ROADM, current 1x32 (line group) and
1x40 (local group) WSS are commercially deployed. For multi-route high-
traffic scenarios, NxM high-dimension WSS is needed to reduce space and
cost.

- WSON, based on “centralized routing + distributed control”,
combines dummy light monitoring and Optical Signal-to-Noise Ratio
(OSNR) modeling to achieve fast restoration route awareness. S0ms-level
recovery is achieved via protocols, WSS devices, optical amplifiers, and
modules. The technology is currently in prototype validation.

- OCS enables fully transparent switching via 3D Micro-
Electromechanical Systems (MEMS) or Liquid Crystal on Silicon (LCOS).
It is widely applied in high-speed data center interconnects. Future
applications include operator smart cabling, supporting Al clusters and

intelligent operation and maintenance.

5.4. All-Optical Access Technologies

The latest technical capability of outdoor optical access is S0G-PON,
which adopts single-fiber bidirectional Time Division Multiplexing (TDM)
technology, supports 50Gb/s downstream, 25/50Gb/s upstream,
compatible with existing ODN networks, and can provide 10 gigabit access
capabilities in a large scale. For large-scale commercial deployment, it is
necessary to break through key technologies and engineering bottlenecks
such as high-power budget, wavelength conflict, and interoperability. The
next-generation VHSP is expected to have at least 200G service access
capabilities, compatible with multi-generation ODNs, and has two
technical routes: IM/DD (Intensity Modulator/Direct Detection, with low
cost and low power consumption advantages, but high technical difficulty)

and Coherent (with flexible access capabilities, but high cost). Its
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international technical standards are expected to be initially completed
around 2030. Indoor all-optical networking technology FTTR uses Point-
to-Multipoint (P2MP) topology to extend fiber in rooms. Rates between
master and slave gateways are 2.5Gb/s or 10Gb/s, combined with Wi-Fi
6/7/8 to provide high-bandwidth, low-latency services. For efficient
operations and experience assurance, key technologies like intelligent
management and control, edge-network-cloud synergy are being

developed at the optical access and FTTR system levels.

5.5. Industrial PON Technologies

Industrial PON currently delivers a high-performance, highly reliable
optical connectivity backbone for industrial applications. It fulfills the
deterministic transmission requirements for multi-scenario, multi-modal
industrial control data in intelligent manufacturing, while constructing
differentiated communication service tiers—basic, real-time, and
isochronous synchronization—enhancing both adaptability and reliability
of optical networks in industrial environments. Concurrently, addressing
the application demands and network orchestration requirements in
industrial scenarios, an all-optical industrial configuration system has been
developed. This system standardizes equipment, control, and data
interactions through graphical and modular interfaces, lowering
development barriers for industrial control systems and accelerating

industrial digital transformation with scalable deployment.

5.6. Integrated Sensing and Communication Technologies
Integrated Sensing and Communication technology in optical
networks leverages the optical communication network, fusing sensing
technology to provide highly reliable sensing services for the optical
network. Distributed optical fiber sensing, combined with amplification

and coding technologies, can achieve spatial positioning of multiple
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parameters such as temperature, stress, and vibration over ranges of
hundreds of kilometers. It focuses on innovative breakthroughs such as
multi-parameter fusion, large dynamic high-resolution perception,
synesthesia fusion networking, and Al intelligent processing, providing
fault risk location and early warning capabilities for submarine and
terrestrial cable communication networks. Equipment, link and system
sensing can be based on DSP or small Al models for real-time performance
status perception and the sensing precision depends on fiber nonlinearity.
Service perception relies on traffic characteristics and application
identification, supporting application-level SLA assurance and optical
performance perception. Breakthroughs in algorithms and high-speed data
acquisition bottlenecks are urgently required. ODN sensing utilizes passive
device backscattering to enable non-interruptive fault monitoring and
environmental perception, improving access network reliability and

operational efficiency.

5.7. Digital Twin for Optical Network Technologies

Digital Twin for optical networks currently basically support the
mapping of physical networks and digital mirrors. The latest technical
capabilities are reflected in the implementation of typical applications
enabled through modeling, such as network and resource planning, precise
quality of transmission assessment, risk analysis, and intelligent service
provisioning. However, it still faces three major problems: First, the
physical modeling accuracy of optical devices is insufficient, which affects
twin reliability. Second, cross-vendor equipment data and data in different
environments have strong heterogeneity, and the model generalization
ability is limited. Third, existing systems have poor digital twin capabilities,
making it difficult to achieve closed-loop ‘“Perception-Simulation-

Prediction Verification-Execution”. In the future, the breakthrough
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direction can focus on the following three aspects: First, developing
models with high accuracy and generalization; second, building an open
digital twin architecture to achieve unified interfaces for multi-vendor
equipment; third, exploring the closed-loop simulation, analysis and
verification capabilities of digital twin for optical networks, empowering
the entire lifecycle of optical networks, make planning more accurate,
construction more efficient, maintenance more quickly (minute-level fault
tracing), optimization more timely (rerouting success rate > 95%), and

operation more agile (minute-level service issuance), etc.

5.8. Optical Network Artificial Intelligence Technologies

Al technology is deeply empowering optical network control and
management, enabling autonomous analysis and dynamic optimization. At
present, small Al models have shown significant effects in special tasks
such as fiber co-routing detection, accurate fault identification and
intelligent Wi-Fi tuning, improving risk identification and positioning
capabilities. The large model combines operation and maintenance models,
corpus management and fine-tuning to initially form a closed-loop agent,
but its applications are not yet widespread. Automated management and
control fused with Al enhances capabilities like wavelength/rate
optimization, SLA assurance and automatic testing, promoting efficient
and agile operations. At present, the development of optical network Al
technology still faces two key challenges: First, the reliability, real-time
performance, and explainability of Al large/small models for autonomous
decision-making are insufficient in complex scenarios; second, automation
platforms need to breakthrough system barriers to achieve deeper cross-
layer and cross-domain collaboration. Looking to the future, it is necessary
to develop next-generation operation and maintenance large models with

deep cognitive and complex reasoning capabilities, to build adaptive
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network knowledge graphs, to overcome close-loop decision-making
technologies and to achieve intent-driven, strategy-explainable end-to-end
intelligence. This will enable extreme optimization of optical network
resources, instantaneous self-healing of faults and intelligent on-demand

service configuration with minimal or no human intervention.

5.9. Novel O/E Integration Technologies for All-Optical

Connectivity

Silicon-based hybrid optoelectronic integration technology, by
increasing the integration level of chips inside optical modules, is gradually
becoming the mainstream technical solution for the optical modules whose
bitrate is greater than 1.6Tb/s nowadays. It will also be suitable for the
development of next-generation single-channel 400Gb/s IM/DD and
200GBaud and beyond coherent optical modules. In this field, it is
necessary to build a mature and complete domestic industrial ecosystem,
thus reducing reliance on overseas high-end raw materials and
manufacturing technique. In the aspect of high-integration and low-power
packaging, 2.5D CPO has already provided 3.2Tb/s~6.4Tb/s total
bandwidth. 3D packaging will further increase interconnection density, but
it still requires tackling issues like thermal management and complex
processes. Chiplet-based optical interconnect technology can further
improve the energy efficiency for Al computing clusters, offering new
development opportunities for silicon photonics. For the traditional
pluggables, Linear Pluggable Optics/Linear Receiver Optics (LPO/LRO)
may reduce power consumption and latency by eliminating the inside
optical DSP, but it still requires standardization for interoperability. Finally,
Multi-subcarrier technology is emerging as a key breakthrough path under

process and rate constraints.
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5.10. Space Optical Communication Technologies

As an important supplement to ground communication, space optical
communication needs to break through key technologies such as
atmospheric turbulence compensation, Doppler frequency shift
compensation and ATP. At present, the inter-satellite optical
communication rate has reached 400Gb/s, and a number of technologies
based on coherent detection and adaptive modulation have also begun to
enter the experimental stage. The current development trend is reflected in
the following three aspects: atmospheric turbulence compensation
improves link stability and signal quality through multi-input and multiple-
output (MIMO) algorithm, adaptive optics, aperture averaging and
diversity reception. Doppler frequency shift compensation uses Frequency
Locked Loop/Phase Locked Loop (FLL/PLL) feedback and high-speed
DSP algorithm to correct GHz-level frequency shift in real time to ensure
coherent communication synchronization and phase stability. ATP
technology achieves micro-radian-level accuracy direction through coarse
aiming, beam acquisition and fine tracking to ensure the stability of inter-
satellite links. Looking to the future, space optical communication will
realize Tb/s-level networking capabilities, support the integrated
communication system between satellites, satellite-ground, and satellite-
sea, and play a core role in global broadband access, deep space exploration,

disaster emergency response and other fields.
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6. Future Prospects of AON

Under the guidance of “Cloudification and Digital Transformation,
and Intelligent Empowerment” strategy and the vision of “Cloud-Network
Convergence”, China Telecom will continue to advance the construction of

AON. Aligned with the three core visions of “AON 3.0” — “optical-

cloud-intelligence convergence, optical-sensing-service convergence, and
space-ground-sea convergence”,—we will drive technological innovation
to achieve the six defining characteristics: Ubiquitous optical high-speed
connectivity, new optical media, dynamic optical links, native optical
intelligence, multi-dimensional optical sensing, hierarchical optical
bearing. Through phased implementation, we aim to fully realize these
capabilities by 2030 and achieve a stable, mature network by 2035,
establishing an industry-leading all-optical network that is architecturally
robust, agile, and intelligent.

“AON 3.0 1s not the end goal but a milestone in continuous evolution.
In the intelligent era, as computing power, storage, and network resources
deepen their integration, AON will further enhance their intelligence,
achieving comprehensive advancements from hardware infrastructure to
service applications. This will enable a self-aware, self-optimizing, and
self-evolving intelligent network ecosystem.

The future development of AON depends on collaborative innovation
among telecom operators, industry, academia, and research institutions.
Breakthroughs in key technologies—such as high-performance all-optical
transmission, all-optical switching, optoelectronic integration, and Al-
powered sensing—are essential. China Telecom is committed to
collaborate with global partners to build a self-reliant, secure, and

advanced AON industry chain.
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Appendix Abbreviations

Abbreviations | Full name

2B To Business

2H To Home

5G Fifth Generation Mobile Communication

6G Sixth Generation Mobile Communication

Al Artificial Intelligence

AON All-Optical Network

ATP Acquisition, Tracking, and Pointing

CPO Co-Packaged Optics

CT Communication Technology

DAS/DVS g)eils;tsriirl::gted Acoustic Sensing / Distributed Vibration

DBA Dynamic Bandwidth Allocation

DC Data Center

DSP Digital Signal Processing

DWDM Dense Wavelength Division Multiplexing

EoS Ethernet over Synchronous Digital Hierarchy

FLL Frequency-Locked Loop

FSO Free Space Optical

FTTR Fiber to The Room

GIS Geographic Information System

HCF Hollow-Core Fiber

ICGBs International Communication Gateway Bureaus
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Abbreviations

Full name

IM/DD Intensity Modulation / Direct Detection
IP Internet Protocol

KPI Key Performance Indicator

LCoS Liquid Crystal on Silicon

LEO Low Earth Orbit

LPO Linear Pluggable Optics

LRO Linear Receiver Optics

MAN Metro-optimized Optical Transport Network
MEMS Micro-Electro-Mechanical System
MIMO Multiple-Input Multiple-Output
M-OTN Metropolitan Optical Transport Network
NaaS Network as a Service

O&M Operation and Maintenance

OCS Optical Circuit Switch

ODN Optical Distribution Network

OLT Optical Line Terminal

ONU Optical Network Unit

OPM Optical Performance Monitor

OSNR Optical Signal-to-Noise Ratio

OSuU Optical Service Unit

OT Operational Technology

OTDR Optical Time Domain Reflectometry
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Abbreviations | Full name
OTN Optical Transport Network
OTU Optical Transform Unit
P2MP Point-to-Multipoint
PESs Pass and Earth Stations
PLC Programmable Logic Controller
PLL Phase-Locked Loop
PON Passive Optical Network
RDMA Remote Direct Memory Access
ROADM Reconfigurable Optical Add-Drop Multiplexer
SCLSs Submarine Cable Landing Stations
SDH Synchronous Digital Hierarchy
SDM Space-Division-Multiplexing
SLA Service Level Agreement
SMF Single-Mode Fiber
TDM Time Division Multiplexing
VHSP Very High-Speed Passive Optical Network
VIP Very Important Person
WC-MCFs Weakly-Coupled Multi-Core Fibers
WDM Wavelength Division Multiplexing
WSON Wavelength Switched Optical Network
WSS Wavelength Selective Switch
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